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ABSTRACT 

TECHNIQUES AND TOOLS TO DEAL WITH AMBIGUITIES FOR NATURAL 

LANGUAGE SOFTWARE REQUIREMENTS. 

RASHI SINGHAL 

Heath-IT 

Keywords: - Disambiguation, Software Requirement Specification (SRS), Natural 

Language Processing (NLP), Clinical Texts, Clinical Decision Support System (CDSS) 

The study aimed at disambiguation of SRS documents with the help of NLP tools and 

techniques.  The study was based on secondary data.  The methodology comprised of 

the tools and techniques available to disambiguate various ambiguities in SRS 

documents. The applicability of NLP in healthcare industry has been explored with the 

help of case studies. The fact table summarized types of Lexical, Syntactic and 

Pragmatic ambiguities and the tools used. The case studies were based on usage of NLP 

in healthcare industries. The first case study dealt with disambiguation of clinical 

abbreviations with biomedical texts. It has successfully detected duplicity of clinical 

abbreviations and their varied meanings. However, the tool used by them could handle 

only the ambiguities in biomedical text. The second case study dealt with handling of 

the free text of patients’ diagnosis and treatment through various NLP approaches in 

CDSS. Many approaches used in this case study performed well in chunk text 

classification. They have concluded that there is a need to devise new approaches to 

deal with clinical document with free text in CDSS. 

Conclusion- NLP tools are still to be optimized for natural language texts. The 

transformation of SRS document into a formalized structure is a complex task. QuARS 

is a good tool for verification and validation of SRS but with the risk of detection of 

false positives. LOLITA can effectively detect ambiguities in comparison to other NLP 

tools. The case studies have highlighted the usage of NLP to disambiguate the clinical 

texts and also how it has impacted the decisions with the help of CDSS. 
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TECHNIQUES AND TOOLS TO DEAL WITH AMBIGUITIES FOR 

NATURAL LANGUAGE SOFTWARE REQUIREMENTS 
 

 

INTRODUCTION 
 

Software Requirements Specification (SRS) refers to documents for software 

development based on the requirements of the stakeholders, which are prepared in 

natural language and transformed into a conceptual model. Ambiguities normally creep 

in SRS because of the usage of Natural Language (NL) in requirements. The NL 

requirements [1]: 

a. Needs to shared between stakeholders in designing the software, and 

 
b. Provide inputs as working document for designers, testers and manual editors, who 

may use it as an agreement document between customers and suppliers or as an 

information source for project managers [2]. 

There are various reasons for NL to be strongly associated to the requirements analysis 

[3]: 

a. Domain/Scope- the main challenge for any requirement is to first understand the 

problem before it is modeled. Therefore, the analyst must interact with users and 

customers who have different competencies and roles sustained through 

communication in natural language. The problem becomes acute when there are two 

sides to be focused on, the first being the approaches requiring modeling of business 

processes, and the second of progressive integration in information systems of 

apparatus that does not belong among traditional hardware. Since a change in 

project is accompanied with corresponding changes in domain of the problem and 

technical vocabulary, natural language can be used with all interlocutors. 
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b. Input- in majority of cases, it has been noticed that the requirement documents are 

either available with the help of user or obtained by means of interview of 

stakeholders. A study concluded that 78% of SRS are embedded in common NL, 

16% in structured NL, and only 5% in formal languages 

[http://www.online.cs.unitn.it]. 

c. Process- Software developers consider process as one of the critical activities 

[http://www.online.cs.unitn.it]. It cannot be structured beyond certain limit because 

it is based on communication with and experience of the analyst. Enabling the user 

to employ NL not only enhances better understanding of the problem by the analysts 

but also a better collaboration among the members of a project.  It may also 

facilitate the validation of requirements. Therefore, “customer orientation” is of 

paramount importance in marketing [4]. 

d. Output- Use of NLP systems has been sought to support the modeling of 

requirements on the basis of natural language texts [5, 6]. However, the focus 

remains on the preliminary analysis of documents to detect ambiguities and signal 

them to the users or analysts, independently of adopted analysis model. NLP 

automatic tools have been used to achieve ‘disambiguation’, which will anticipate 

validations in the form of narrative descriptions of user requirements. 

Requirement engineering ambiguities can be categorized as Lexical, Syntactic, 

Semantic, Pragmatic, Vagueness, Generality, etc. The identification of ambiguities can 

be done through Natural Language Processing (NLP). A general use of NL is for 

requirements understanding to avoid ambiguity and other flaws in the requirements. For 

example, IBM’s Watson [7] is proving to be a good tool that can handle NLP, since it 

can convert text as well context. NLP from SRS to formal language needs to be 

http://www.online.cs.unitn.it/
http://www.online.cs.unitn.it/
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transformed so that flexibility and simplicity is maintained. This will also bring clarity 

and completeness in such documents. Despite the advantage, there is a drawback that it 

might ignore the dynamic aspect of software system. With all the process of 

transformation taking place, Quality, a major factor for analyzing the requirements in 

NL cannot be ignored. This will not only help in analysis and transformation of 

documents, but also helps in verification through formal methods. Automatic quality 

assessment of the SRS documents should address the reduction in time requirements for 

key activities and enhance quality in SRS document. The effective solution for the 

above problem is suggested in following three phases [8]: 

1. Requirement Gathering & Elicitation phase - automatic quality assessment of the 

SRS through NLP, 

2. Analysis & Specification phase - automatic quality assessment of the SRS driven 

by NLP, leading to development of conceptual models, and 

3. Validation & Feedback phase – extraction of graphical and animated conceptual 

models from the SRS. 

This will provide the writers of the requirements document a tool for alerting them of 

harmful ambiguities, called nocuous ambiguities (i.e. misinterpretations among 

stakeholders), in the document [9]. In fact, the problem of understanding and automatic 

generation of natural language is closely related to the removal of ambiguities. 

My research attempts to find out different ambiguities through various tools employed 

for NLP in the literature. It has also used a case study based on healthcare to explore 

disambiguation of NL documents [10]. For example, the case study has highlighted that 

PT meant Patient in the “History of Present Illness” section, Prothrombin Time in the 

“Labs” section, and Physical Therapy in the “Discharge Instructions” section [10]. The 
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exact interpretation of abbreviations has often been approached as a Word Sense 

Disambiguation (WSD) or text normalization problem [11, 12, and 13]. Resolving 

biomedical ambiguities related to abbreviations have been a successful task because of 

the expansion of the abbreviations in a structure manner. But when it comes to clinical 

texts, resolving ambiguities has been a tedious task and resulted in failure of NLP 

techniques as the abbreviations have not been written in the expanded forms. 

The case study demonstrates the CDSS based on NLP to extract relevant information 

from the free text documents [14]. Clinical Decision Support System (CDSS) makes use 

of software designed to help decision making by the clinicians through matching 

characteristics of individual patients with the computerized knowledge base to facilitate 

assessments or recommendations specific to patients [15]. The CDSS utilizes inputs 

through structured data, e.g. electronic health records, semi-structured data, e.g. XML 

documents, and unstructured data, e.g. narrative or free text. Presently, most of the 

health data of patients is found as unstructured data, adding to ambiguities in clinical 

decision making. NLP provides appropriate mechanisms to automatically handle the 

unstructured date by CDSS for arriving at the right decisions. 

LITERATURE REVIEW 
 

1. Macias and Pulman [16] applied domain- independent NLP techniques to control 

the production of natural language requirements, proposing the application of NLP 

techniques to requirements documents in order to control: 

i) The vocabulary used 

 
ii) The style of writing 
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Finally, they discussed as to how NLP techniques can help design subsets of the 

English grammar to limit the generation of ambiguous sentences. 

2. Golden and Berry [17] implemented a tool for the extraction of abstractions from 

natural language texts, i.e. of repeated segments identifying significant concepts on 

the application field of the problem at hand. They proposed that the technique was 

restricted to a strict lexical analysis of the text. 

 

 

3.  Hooks [18] discussed a set of quality characteristics necessary to produce well- 

defined natural language requirements. 

4. Wilson and others [19] evaluated the quality of NL software requirement which 

could define a quality model that was composed of quality attributes and quality 

indicators, and thereby developed an automatic tool to perform the analysis against 

the quality model aiming to detect defects and collect metrics. 

5.  Fuchs [20] proposed to solve problems related to the use of NL in requirements 

documents by defining a limited natural language, called Attempt Controlled 

English (ACE). It is easily understood by stakeholders or any other person involved 

in software development process. It is also simple enough to avoid ambiguities 

allowing domain specialists to express requirements using natural language 

expressions and to combine these with the rigour of formal specification languages. 

6. Kamsties and Paech [21] concluded that ambiguity in requirement was not just a 

linguistic specific problem and hence proposed the idea of a checklist that could 

address not only linguistic ambiguity but also ambiguity related to a particular 

domain. 
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7. Mich and Garigliano [22] proposed a set of measures for semantic and syntactic 

ambiguity in requirements. Their approach was based on the use of information on 

the possible meanings and roles of the words within a sentence as well as the 

possible interpretation of a sentence. This was achieved by using the functionalities 

of a tool called LOLITA. 

8. Natt och Dag et. al. [23] presented an approach based on statistical techniques for 

the similarity analysis of NL requirements aimed at identifying duplicate 

requirement pairs. It may be used successfully for revealing inter-dependencies and 

then may be used as a support for the consistency analysis of NL requirements. 

9.  Ambriola and Gervasi [24] developed a web-based NLP tool, called Circe, 

designed to facilitate the gathering, elicitation, selection, and validation of NL 

requirements. 

10. IBM Rational Doors, a requirements management tool, provides relevant 

functional modules for the generation of NL requirements and the traceability 

among NL requirements [http://www-01.ibm.com/software/awdtools/doors/]. 

11. Goldin and Berry [25] implemented a tool, called Abstfinder, to identify the 

abstractions from natural language text used for requirements elicitation. 

12. Lee and Bryant [26] developed an automated system to assist the engineers to build 

a formal representation from informal requirements like NL requirements. 

13. Kamsties et al. [27] described a pattern-driven inspection technique to detect 

ambiguities in NL requirements. 

http://www-01.ibm.com/software/awdtools/doors/
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14. Fuchs and Swhwitter [28] present a restricted NL, called Attempt Controlled 

English (ACE), to translate specifications into sentences in first-order logic in order 

to reduce ambiguity in requirement specifications. 

15. Mich and Garigliano [29] explored the use of a set of ambiguity indices for the 

measurement in syntactic and semantic ambiguity, which was implemented using 

an NLP system called LOLITA. 

16. Kiyavitskaya et al. [30] proposed a two-step approach where a set of lexical and 

syntactic ambiguity measures were firstly applied to ambiguity identification, 

followed by a tool measuring potentially ambiguity specific to each sentence. 

17. Many researchers have focused on either corpus-based statistical methods or 

linguistic approaches. The latter used part-of-speech (POS) tagging and shallow 

and deep parsing information to apply pattern- or rule- based matching [28, 31, and 

32]. 

18. Resnik [33] took advantage of semantic similarity of taxonomy to resolve 

coordination ambiguity involving nominal compounds. 

19. The use of manual inspection was and is still the most popular way to detect and 

resolve ambiguities. Since the natural language requirements specifications are 

inherently ambiguous, the use of formal specifications was absolutely necessary to 

resolve these ambiguities [34]. Meyer’s approach to detecting ambiguities was to 

inspect each word, phrase and sentence manually. Kamsties et al. [35] proposed a 

specific methodology of human inspection to resolve ambiguity. Letier et al. [36] 

proposed the use of formal specifications to validate requirements. 
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20. Ambriola et al. [37] attempted to validate NL Specification with the help of the user 

after deriving a conceptual model automatically from the requirements 

specifications using the tool, called “Circe”, which was funded by IBM and now 

available as plug-in for “Eclipse”. 

21. Many studies attempted to reduce the problems associated with unrestricted NL by 

limiting the scope of the language, and restricting the grammar to consider only a 

subset of NL when writing a requirement specification [38, 39, 40, and 41]. 

22. Osborne et al. [42] dealt with unrestricted language by using techniques developed 

in NL processing (NLP) in order to detect ambiguities in SRS documents through 

syntax. 

23. Another interesting tool was that of Wilson et al. [43, 44], which used nine quality 

indicators for requirements specification, viz. Imperatives, Continuances, 

Directives, Options, Size, Specification Depth, Readability, Text Structure and 

Weak Phrases. Their results showed only the frequency counts of these indicators 

in different samples, without taking the crucial decision of whether or not a sample 

is ambiguous. 

24. A tool, called “QuARS” (Quality Analyzer for Requirements Specification) [45, 

46], syntactically parsed the sentences using the MINIPAR parser [47], and then 

combining both lexical and syntactic information to detect specific ambiguity 

indicators of poor-quality requirements specification. 
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METHODOLOGY 
 

Key research question- How to disambiguate SRS documents through NLP tools and 

techniques. 

Research design- There is various tools and techniques of NLP available to ensure that 

the ambiguities are removed from the SRS document. Few tools can be categorized as: 

1. For the removal of semantic and syntactic ambiguities, SREE (Synthesized 

Requirements Engineering Environment) tool has been used [48, 49]. 

2. ACE (Attempto Controlled English) [50] and ANLT (Alvey Natural Language 

Toolkit) [51] have been used as advance tools for automatic semantic analysis and 

controlled language (i.e. fixed vocabulary), respectively. 

3. A domain specific RESI (Requirement Engineering Specification Improver) [52] 

tool has also been used. The word ontology [53, 54, 55, 56, 57, 58, 59, 60, and 61] 

attempted to provide unambiguous protocols for communication, portability, 

interoperability and reusability. NlrpBench [62] is helping in comparative analysis 

of the different tools of NLP. SBVR (Semantics of Business Vocabulary and 

business Rules) has been attempted for disambiguation [63, 64]. CKCO (Context 

Knowledge and Concepts Ontology) [65] attempted to resolve lexical-semantic 

ambiguity in natural language. 

4. Parsing technique or syntactic analysis can be done on sentences using REED- 

KELLOG sentence diagramming system [66] to obtain a simple structure of a 

sentence. 

5. QuARS (Quality Analyzer for Requirement Specifications) was employed for 

analysis of quality model and real requirements [1]. This aimed to perform 
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quantitative (allowing metrics collection), corrective (enabling detection and 

correction of defects) and repeatable (which ensuring a similar output for a similar 

input across domains) evaluations. 

6. To find out the nocuous ambiguities, NAI (Nocuous Ambiguity Identifier) [67] was 

used. A part of the tool NER (Named Entity Recognition) enabled extraction of 

coordination constituents from the sentences. 

7. LOLITA [68, 69, 70], a system, analyzed different ambiguity measures for semantic 

as well as syntactic ambiguities. 

All the tools of NLP mentioned above can be compared with the help of nlrpBENCH. 

This will help in making up the culture of collaboration, openness and publicness in 

future. 

Research procedures- The procedures for disambiguation can be understood at two 

levels: surface understanding (i.e. literal) and conceptual understanding (i.e. modeling). 

This revolves around three basic parameters of NLP that plays very important role for 

the procedures to take place, viz. Precision, Recall, and F-measure. Precision means the 

proportion of the relevant results. Recall denotes the proportion of the correct results. 

F-measure refers to weighted harmonic mean of the precision and recall of the test. 

Some of the major steps to transform the unstructured SRS document into a formalized 

or structured document with less ambiguities using NLP are summarized as below: 

1. Text Pre-processing Module [79] - helps to identify the ambiguous sentences using 

NLP that extracts requirements from documents, does machine translation, and 

extracts ambiguous requirements. Hybrid approach is preferred for text pre- 

processing, consisting of Rule based approach (i.e. to remove ambiguity, but not 
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sufficient due to the requirement of context knowledge) and Statistical based 

approach (i.e. when data is voluminous). 

The sub-parts of text pre-processing module include: 

 
a. Tokenization- means breaking up the input into tokens, i.e. a word, a number, 

or a symbol. 

b. Sentence Splitting- splits the text into sentences. 

 
c. Part-of-Speech (POS) Tagging- marks every word of a sentence with pre- 

defined parts-of-speech, i.e. each token being annotated with a POS tag 

including adjective, adverb, noun, or verb [71, 72]. 

d. Named Entity Recognition (NER) - identifies organizations and locations 

including domain keywords and component names. 

2. Parsing (Syntactic analysis or Text chunking) [1] - helps to structure the sentences 

by removing the lexical and syntactic ambiguities, ensuring a proper understanding 

of requirements between the stakeholders or users. REED-KELLOG [66] parsing 

technique can be used with the help of the particular schemata suggested: Sentence 

subject + predicate (verb + object), and will be filtered down to constrained natural 

language as: Requirement subject + verb + target + [way]. 

Most commonly, Stanford Parser has been used for parsing the sentences, but it could 

provide wrong results owing to errors of syntactic ambiguity. During the parsing 

activity, there are some quality properties evaluated using indicators for detecting and 

measuring the requirements document [Table 1], such as 

i. Non-ambiguity- where the indicators are vagueness, subjectivity, optionality, 

weakness. 
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ii. Specification completion- where the indicator is under-specification. 

 
iii. Consistency- where the indicator is under-reference. 

 
iv. Understandability- where the indicators are multiplicity, implicitly, un- 

explanation. 

3. QuARS [1]- is sufficient for comparison and verification of the quality of SRS and 

the indicators are sufficient to be included as part of syntax and structural related 

issues. There are main logical modules for this tool to work efficiently, namely, 

Lexical analyzer, Syntax analyzer, Quality evaluator, Specific purpose grammar, 

Dictionaries [Fig. 1]. 

 
Table 1: Properties and indicators for detecting and measuring the requirement 

document [1]. 
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QuARS follows a specific procedure to analyze the requirements in a document. 

The steps are: 

a. Lexical Analyzer – verifies whether a correct English Dictionary has been used 

in the SRS document or not. 

b. Syntactical Analyzer - uses a special purpose grammar and builds the 

derivation trees of each sentence from the output of the first step. 

c. Quality Evaluator module - receives properties-related and domain 

dictionaries as input, containing the words and the syntactical elements, 

facilitating detection of inaccuracies in the SRS. This may warn the users of 

potential defects in the SRS document. 
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4. Nocuous ambiguity classification module (heuristics to predict nocuity) - helps to 

identify nocuous ambiguities based on high and low attachments interpretations. 

Three major thresholds for this module are [67]: 

a.  Building dataset- is based on collection of ambiguous sentences by humans as 

well as using the heuristics to replicate the human judgments. 

b. Training classifier- measures the agreement needed from the judges over a 

particular interpretation, permitting adjustment in tolerance levels. The 

interpretation certainty is quantified as proportionate judgments against the total 

judgments for the whole instances. If the attachments have certainty greater than 

ambiguity threshold, implying that the coordination instances are innocuous 

ambiguity. 

c. Applying the classifier- a feature vector in the classifier allowing the return of 

the predicted class label by the classifier. 

The above procedures have helped in finding out the harmful ambiguities and reducing 

 

them to certain extent. 
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This procedure is explained with the help of a case study on disambiguation of clinical 

abbreviations with biomedical texts [10]. NLP for biomedical texts have inherent 

difficulties in disambiguating abbreviations of the clinical texts. The methodology used 

in the case study [10] detected abbreviations and attempted to disambiguate them along 

with their evaluation. It involved detection of the abbreviations and choosing their 

correct form. The tools for NLP applications such as Metamap [73] and POET 

(Parsable Output Extracted from Text) were experimented on biomedical and clinical 

texts at the University of Utah, U.S.A., who used ABRADe (Abbreviations and 

Acronyms Disambiguation) as an evaluation tool. They also used SPECIALIST 

Lexicon LRABR resource as a dictionary lookup module for abbreviations detection. 

Two approaches were employed to disambiguate abbreviations, namely, LIBLINEAR 

as semi-supervised multi class SVM classifier [74] and Ling Pipe as an unsupervised 

clustering method [75]. The outputs by LIBLINEAR were validated through 5-fold 

cross validation on the training cases. The correct form of abbreviations was chosen by 

machine learning approaches, requiring more domain specific knowledge like the 

UMLS SPECIALIST lexicon [76]. The latter is a large biomedical and general English 

syntactic lexicon and developed by the National Library of Medicine at NIH, Maryland, 

U.S.A. to provide the lexicon information needed by various NLP applications. 

 
The abbreviations were detected with pre-processing of documents. The sentences were 

split by a splitter, adapted from openNLP, and the cTAKES [77] trained model, and a 

tokenizer. All the abbreviations were annotated by pattern matching and LRABR, and 

finally disambiguated. They evaluated the detection of abbreviations with a reference 

standard of 37 randomly selected clinical notes that were manually annotated with 

disagreement adjudication. For the semi-supervised approach, the remaining 9,963 
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randomly selected clinical notes created “synthetic” training cases using a method 

similar to that by Pakhomov [78]. LRABR detected all the expanded forms (e.g. 

cerebrovascular accident) in 9,963 clinical notes, and then replaced them with the 

corresponding abbreviation (e.g. “CVA”). 

CDSS based on NLP helps various stakeholders of healthcare system by supporting 

diagnosis, cares, screening, treatments, tracking, and monitoring [Fig. 2]. 

 

Figure 2: CDSS based NLP in healthcare management. 

 
The case study reviewed different approaches used in CDSS based on NLP and 

analyzed the following features analyzed: 

a. Language- determines the appropriate approach of NLP for free texts, many 

approaches have considered English as their domain language and few 

approaches not using English as domain language [79, 80, 81, 82, 83, 84, 85, 86, 

87, 88, 89, 90, and 91]. 

 
 

b. Document type with free text as input- NLP techniques have been proposed to 

process a variety of clinical documents such as radiology reports, narrative 

reports, notes, or texts, progress notes, patient questionnaire, lab reports, chest 

X-ray and radiography reports, pathology reports, and electronic health records. 
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c. Level of NLP- Domain language approaches were handled through syntactic 

analysis, semantic analysis, pattern based approaches or rule-based on regular 

expressions, keyword searches, machine learning, and heuristic method. 

Metamap has been used to remove all negated concepts (using NegEx), semantic 

type filtering semantic-type finding and filtering of high-level concepts [90]. 

 
 

d. Patient type- Patients have been classified as inpatients or outpatients, receiving 

direct and indirect effects of a clinical decision making by physicians based on 

monitoring the symptoms, performing the diagnostics, applying the medical 

treatment, and recommending intensive care. 

 

 
 

e. Clinical decision support task- Various NLP tasks identified of risk factors 

including adverse clinical events and the findings and concepts generally 

associated with diseases like pneumonia, extracted problem list and medical 

problems, labeled patients based on their personal details, and detected explicit 

guidelines. 

 
 

f. Health outcomes- CDSS based on NLP analyzed health outcomes of various 

approaches and its effect on health professionals and patients. 



18  

RESULTS 

The results section highlights two major aspects, which are: 

 
1. The fact tables describing the classification and sub-classification of ambiguities 

and the relevant tools and techniques helping to resolve such ambiguities. 

2. A case study related to healthcare industry focused on reduction of the ambiguities 

in the clinical abbreviations when compared to the biomedical texts by NLP tools 

[10]. 

1. There is no clear demarcation among the ambiguities mentioned in the literature. 

 

Therefore, after a thorough literature review, an effort to distinguish the types and 

sub-types of ambiguities has been made and appended with the relevant tools and 

techniques used for resolving ambiguities. 

 Lexical Ambiguity - It is an error that occurs when a word in a sentence or the 

whole sentence has multiple meanings. Table 2 enlists sub-types of lexical 

ambiguity and the tools and techniques applied for their reduction or elimination. 

Table 2: Sub-types of Lexical Ambiguity. 
 

Sub-type of Ambiguity Tools & Techniques Reference 

1. Homonym- the words with similar 

written and phonetic representations 

with dissimilar meanings and 

different etymologies. 

2. Polysemy- the words with multiple 

related meanings but one etymology. 

3. Semantic- A sentence having more 

than one way of reading within its 

context. It can be caused by other 

NAI with the classifier. [67] 

QuARS [1] 

Checklist based Inspection- 
not efficient 

[92], [98] 

Style Guides- not capable to 

deal with vagueness, plural noun 

ambiguity, and complex 
coordination ambiguity. 

[92] 

SREE [92] 
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Sub-type of Ambiguity Tools & Techniques Reference 

ambiguities like: 

(i) Coordination ambiguity 

(discussed later) 

(ii) Referential ambiguity 

(discussed later) 

(iii) Scope ambiguity- includes 

some quantifier operators like 

a, all, each, every, some, 

several with not as negation 

operators. 

Controlled Language- 

a. AMBIDEXTER is based on 

context free grammar. 

b. ACE with a restricted 

grammar and domain- 

specific vocabulary. 
c. ANLT 

 

[109] 

 

[50] 

[51] 

Knowledge based Approach- 

a. RESI 

b. SBVR 

c. CKCO 

 

[52] 

[63, 64] 

[65] 

Heuristics Based Approach- 

machine learning approaches. 
a. NAI 

 
 

[67] 

Statistical Based- Tree Tagger, 

Dowser and 
Stanford Parser 

 

[92] 

 

 

 Structural/ Syntactic Ambiguity - It refers to multiple grammatical structure to 

sequence of words, having different meanings [Table 3]. 

 Pragmatic Ambiguity - This type of ambiguity refers to the study of relations 

between language and context, having linguistic and philosophical roots. It is 

concerned with context dependent meaning [Table 4]. 



20  

Table 3: Sub-types of Syntactic Ambiguity. 
 

Sub-type of Ambiguity Tools & Techniques Reference 

1. Analytical ambiguity- when a 

noun group including modifier 

scope creates ambiguity in the role 

of constituents within a phrase or 

sentence. 

Human Judgments 

Heuristic Approach- Statistical 

method- BNC, using Sketch Engine. 

Collocation frequency and semantic 

similarity. NAI is also used for 

coordination ambiguity. 

Machine Learning Approach- 

decision tree, Logistic Regression, 

LogitBoost for “nocuity classifier”. 

Tool Used for identifying coordination 

ambiguity- Named Entity 

Recognition (NER). 

To validate or verify the quality of 

requirements document QuARS tool is 

being used. 

[67], [98], 

[92], 

2. Attachment ambiguity- when 

prepositional phrase or a relative 

clause can be legally attached to 

two parts of a sentence. 

 

3. Coordination ambiguity- it 

occurs: 

 

i. When and or or is used in a 

sentence, or 

 

ii.When a conjunction is used with 

a modifier. 

 

 
Table 4: Sub-types of Pragmatic Ambiguity. 

 

Sub-type of Ambiguity Tools & 

Techniques 

Reference 

Referential Ambiguity- is an intermediate of semantic and 

pragmatic ambiguity, since it may take place within a 

sentence or between a sentence and its discourse context. 

However, it is more inclined towards pragmatic ambiguity. 

ANLT [51], [98] 

 
2. The results of all the three broad categories of ambiguities are assessed with the help 

of three major statistical factors, namely, Precision, Recall, and F –measure [10]. 

Therefore, the case study also portrays its result in the form of the three major 

statistical factors for three major approaches, namely, detection of abbreviations, 

semi-supervised abbreviations disambiguation and finally the unsupervised 

abbreviations disambiguation. 

 Detection of Abbreviations- A satisfactory performance was observed for 

abbreviation detection, but when the references were compared with all the 

abbreviations detected by the system it did not perform excellently. Even the 
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partial matches could attain only 75% F-measure [Table 5]. This has 

highlighted the limitation of using the biomedical text resource with clinical 

abbreviations, since LRABR could detect only the biomedical abbreviations. 

A list of false negatives (i.e. the most frequently missed) and false positives 

(i.e. the spurious) abbreviations highlighted the instances in 37 documents 

reference standard [Table 6]. 

TABLE 5: Abbreviation detection evaluation results of the case study [10]. 

 

TABLE 6:Top false negative and false positive abbreviations in the case study [10]. 

 

Spurious abbreviations were listed in LRABR and not in the reference 

standard. For example, “He”, commonly used as pronoun, was listed as an 

abbreviation of Helium by the LRABR and detected so by the system [10]. 

 Semi-supervised abbreviations disambiguation- From the previous work of 

finding out the ambiguous abbreviations from 10,000 notes, currently 12 most 

frequent ambiguous abbreviations in 9,963 training set notes were selected from 

ten different types of notes (viz. Social Service Note IP, Rheumatology 
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Clinic Note, Plastic Surgery Clinic Note, Operative Report, Obstetrics 

Gynecology Clinic Note, Hematology Oncology Clinic Note, Discharge 

Summary, Cardiology Clinic Note, Burn Clinic Note, and Admission H&P). 

When LRABR was being used for abbreviation and its expansion, 22,822 

instances were extracted with dissimilar distributions of each abbreviation 

[Table 7 and 8]. 

 
TABLE 7: Instances of abbreviations in the training corpus with diverse 

expanded forms in the case study [10]. 
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Table 8: Results of the semi-supervised method used in the case study [10]. 
 
 

 Unsupervised abbreviations clustering- The training instances were also tested 

by using the clustering algorithm. The obtained clusters were compared by 

LingPipe with those used for semi-supervised method as reference standard. 

Recall and precision in clustering were quantified by comparing instances with 

the reference standard in each cluster, and counting them as true positive [Table 

9]. A different expanded form compared to the one assigned to cluster constituted 

the false positive. Those not found in the cluster with the same expanded form 

constituted the false negative. The study failed to produce true negatives since 

accuracy and F-measure were equivalent in the semi- supervised method, 

requiring prediction of at least one expanded form by the classifier. Generally, the 

results obtained by the unsupervised method had lower accuracy than that by the 

semi-supervised results [10]. 
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TABLE 9: Results of expanded form clustering in the case study [10]. (Difference 

= LIBLINEAR – F1-measure) 
 
 

 

NLP approaches were evaluated with the average classification, precision and recall. 

Medical Detection Identification System (MeDS) and rule based approach for screening 

the cervical cancer have recorded good performance for chunk text classification with 

an average rating of 96% and 98%, respectively [Table 1][82, 83]. MediClass approach 

performed poorly with average classification of only 57%, owing to the implementation 

of NLP technique with a shallow textual analysis. An analysis conducted by precision, 

recall, and F-measure of the approaches performing the NLP task called information 

extraction (IE) from free text. All approaches have recorded better results in recall than 

precision due to the extraction of irrelevant information. Various approaches for CDSS 

with NLP were performed to expose an updated state of the art. The six valuable 

features selected provided and facilitated the selection of the most suitable approach to 

solve problems related to CDS. 
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DISCUSSION 
 
 

Disambiguation of SRS document is not an easy task as it involves complex procedures 

to be performed by the experts. It is not possible to automate the complete process since 

the experts are required to solve complex ambiguities with the domain knowledge 

inherent. Controlled language is one of the good ways to disambiguate the SRS 

document but with the limitation of focusing on only two ambiguities, i.e. Lexical and 

Structural/Syntactic. Knowledge based approach, machine learning and ontology 

approaches are able to give precise results by identifying semantic ambiguities from 

requirement specification [92]. The NLP tools help to transform the unstructured SRS 

document into structured format, i.e. into a more formalized manner. But some of the 

tools mentioned helps only in transforming the document into one specific format rather 

into any format required. LOLITA is the biggest NLP system used for disambiguation 

with the help of ambiguity measures [68, 69, and 70]. The major evaluations of the 

LOLITA are discussed below: 

a. Semantic ambiguity- LOLITA consists of the larger semantic net in comparison to 

other NLP systems. The main advantage is that it can be used to obtain the 

ambiguity of terms within the individual parsing trees [3]. 

b. Syntactic Ambiguity- As there is a difficulty in ordering the parsing trees, the 

correct interpretations are not shown in first positions. An analysis conducted in this 

regard yielded 56% in the first three positions [3] [Better results are expected from 

the new version of LOLITA, Concepts, which is about to be marketed]. It requires 

more efforts by the analysts and makes it essential, so that results of analysis are 

presented in a way that facilitates the identification of ambiguity. 
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c. Evaluation of parsing with LOLITA- data are available which have been obtained 

from analysis of texts of differing quality and therefore characterized by various 

levels of ambiguity [3], and where 20% of the sentences have only 1 parse tree, 25% 

have 2-9 parses, and the rest have more (i.e. 3% no parses and 8% timed out). It 

helped in establishing an acceptable ambiguity threshold that was based on the 

importance of the documents concerned, and which in the case of requirements need 

not be absolute. 

Another tool that can be considered important in classifying the ambiguities as nocuous 

or innocuous is the NAI with the classifier being a sub-part of the tool. This tool used 

the heuristic approach using the classifier to distinguish between nocuous and 

innocuous ambiguities. The classifier used the LogitBoost (LB) algorithm that was 

based on machine learning approach [67]. With this approach, various ambiguity 

thresholds were set and compared with the baselines. In comparison to the precision 

baseline (P_BL), LogitBoost classifier performed with precision of up to 75% on 

average at different threshold level [67]. LogitBoost could successfully replace the 

original regression (LR) algorithm. The major evaluation on the basis of baselines 

could be stated as, most of the instances at low ambiguity thresholds were judged as 

innocuous ambiguity and the instances at high ambiguity thresholds were judged as 

nocuous ambiguity. 

Apart from the systems being used for NLP, templates are another way or tool for 

reducing ambiguities in NL requirements. It makes the requirements friendlier to 

automated analysis [92, 93, 94, and 95]. Templates are also known as boilerplates, 

melds, and patterns [96, 97]. The syntactic structure of requirements can be put into 

number of pre-defined slots. To verify that requirements conform to templates, quality 
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assurance task was used [99]. When requirements domain keywords or glossary terms 

were known, automation of conformance checking to templates was done with relative 

ease. In the literature, two main templates have been mentioned, namely, Rupp’s 

Template [94] and EARS template [100, 101, 102]. RETA (REquirments Template 

Analyzer) has helped to enable the analysts to automatically check conformance to both 

the templates [99]. This will also help to find out errors in structural analysis of 

requirements [99]. In comparison to Rupp’s template, EARS has permitted advanced 

features for specifying conditions. The major limitation of templates relates to the 

glossary because some experts refer to it after the conformance checking. Besides, 

glossary might not contain all the major keywords at the time of conformance checking. 

Therefore, an attempt to conformance checking of requirements to the templates should 

be done without much dependency on the glossary. 

NLP tools and techniques are not always effective and efficient in usage. It needs to be 

validated and verified with the help of the domain experts who will provide their own 

judgments with the help of the automated tools and techniques. For the very same 

purpose, i.e. to verify and validate, a tool called QuARS has been used, which is 

comparatively effective and efficient in comparison to other tools [1]. QuARS aims to 

match some major characteristics like 

a. Ease to use- The people are easily trained improving time logistics, which was 

matched by the TCL/TK graphical interface [103]. 

b. Generality- The evaluation of the text format allows high generality since each 

electronic format may always be saved as text format. 

c. Flexibility- QuARS allows evolution and modification of dictionaries enabling 

 

detection of various indicators. 
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d. Multi-lingual- QuARS can analyze requirements in multiple languages by 

changing the lexical and syntactical analyzers, and translate the dictionaries in a 

new target language. 

After in-depth evaluations on the types of ambiguities and the major tools and 

techniques used to address them, a case study involving disambiguation of clinical 

abbreviation with biomedical texts was used to test their efficacy [10]. The 

methodology experimented in the case study to disambiguate the text of biomedical 

with clinical data could not perform well owing to the lack of Domain or institution 

specific knowledge, which, if embedded, may increase recall significantly. The 

probable approaches for realizing improvements in the resources used may be diverse. 

False positives can be minimized with some specific keywords like “He”, “In”, or “At”. 

Recall may be improved by removing case information or punctuation in abbreviations. 

For example, “mL” usually means “milliliter” and “dl” for “deciliter”, but their 

abbreviations are “ml” and “dl” in LRABR.  Recall can be further improved by 

detecting abbreviations with an edit distance method [104] instead of strict string 

matching. Normalizing these terms could further improve the performance with the help 

of UMLS Metathesaurus, which could be used for linking all the synonyms. The 

unsupervised abbreviations clustering method gave encouraging results and can be 

improved in many ways like a wider context window, using whole words in a sentence, 

using surrounding sentences as features, etc. If the two approaches (i.e. semi-supervised 

and unsupervised) were compared, the only difference between them was the hypothesis 

of collocation proposed by Yarowsky [105], which meant that the unsupervised 

abbreviations approach did not depend on the “one sense per collocation”, whereas the 

other approach did. The methodology used in the case study was not the only work on 
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the disambiguation of abbreviations in clinical text. Rather, there are many researchers 

who have contributed to the on the disambiguation of abbreviations in clinical text. 

WSD is the complex procedure that is performed in the healthcare industry. Since the 

database of the industry has expanded from EMR’s to EHR’s becoming voluminous, it 

has become difficult to disambiguate the text abbreviation or notes easily. Since clinical 

notes are based on medical knowledge, biomedical and clinical domain resources, it can 

therefore serve as the knowledge base to enhance clinical WSD algorithms. In 

particular, UMLS and the SNOMED-CT (Systematized Nomenclature of Medicine- 

Clinical Terms) could be utilized as terminology resources in the biomedical and 

clinical domains, respectively. They may prove to be of great help in disambiguating the 

clinical texts for its processing by NL techniques, which can immensely improve time, 

treatment and training logistics in health care. 

Language- There is a lot of complexity in the usage of various natural languages in 

clinical documents. CDSS supports only the English that is the most common natural 

language used in healthcare domain. 

Document with free text- NLP systems yield better results with structured data in 

clinical documents but fail to do so with free texts. Efficient NLP approaches are, 

therefore, required to process clinical free text in efficient administration of healthcare. 

Level of NLP approach- NLP approaches faced greater challenges in deep linguistic 

analysis since it is required to understand natural language phenomena and extract 

hidden information in clinical documents. 

Patient type, task, and health outcomes- NLP approaches in CDSS can help the 

patients with efficient identification of adverse events, unchained disease symptoms, 

emotions or risk factors, monitoring treatment, or clinical follow-up. 
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LIMITATIONS 
 

Despite many advancements and advantages, NLP techniques and tools pose major 

limitations in healthcare industry, such as 

a. Lack of clear cut distinction in the types of ambiguities in SRS document. 

 

b. The major focus has been on only lexical and syntactic ambiguities. 

 

c. Pragmatic ambiguity has largely remained untouched since it is complex to deal 

with. 

d.  NLP tools and techniques are still not optimized creating lot of ambiguities in 

requirements documents. 

e. NLP tools still fail to efficiently deal with healthcare requirement documents. 

 

f. There is not much literature available on resolving the ambiguities associated with 

processing of SRS healthcare documents. 

g. The sub-types of ambiguities could not be directly addressed in the dissertation 

owing to paucity of relevant literature. 

CONCLUSION 
 

The paper documents various ambiguities in SRS documents and suggests their 

plausible resolutions through diverse tools and techniques. The NLP tools using 

knowledge based ontology and machine learning approaches are efficient enough to 

find out semantic ambiguity. However, majority NLP tools are still to be optimized 

with respect to pragmatic and syntactic ambiguities. Since nlrpBENCH may set 

standard for NLP tools, both professionals and researchers need to use, expand and 

improve nlrpBENCH. Presently, the transformation of SRS document into a formalized 

structure is a complex task and therefore, many industries still prefer informal 

representation of requirements. However, formalization of the SRS is being attempted 
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across industries especially the healthcare by using the conceptual models. QuARS has 

proven to be a good tool for verification and validation of SRS but with a limitation that 

it might sometimes highlight the risk of detection of false positives. This can be looked 

after with the help of dictionaries or glossary already embedded in the NLP systems. To 

detect the ambiguities at an early stage of software development, the automated 

techniques must be scalable to point out whether they are nocuous or innocuous. NAI 

has proven itself as a good tool until now but it still needs to be further optimized. 

Another system, LOLITA, can effectively detect ambiguities in comparison to other 

NLP tools. To disambiguate a text, a hierarchical quality model was developed in the 

literature and applied to the healthcare industry [10]. The case studies mentioned have 

highlighted the usage of NLP to disambiguate the clinical texts and also how it has 

impacted the decisions with the help of CDSS. Therefore, despite many researchers 

going against NLP, it is being preferred by many for disambiguating the SRS 

documents. The second case study [14] highlighted that the free clinical texts are still a 

challenge for NLP applications in clinical decision support system. 

FUTURE WORK 

a. The conceptual framework of SRS still requires lot of work by the researchers 

and users, especially in healthcare industry. 

b. SRS needs to be transformed into formal language, i.e. may be object oriented 

model. 

c. More heuristic approaches are to be developed for extraction of ambiguities, 

improving the accuracy of the tools. 

d. QuARS can be used not only for validating SRS ambiguities but also to validate 

and verify the checklists, questionnaires and user manuals. The quality model 

can be further expanded and refined in order to provide support completely. 
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e. Researches should be initiated to identify objective indicators for SRS 

conceptual understanding criteria, ensuring that ambiguities are not the only 

cause of misunderstandings. 

RECOMMENDATIONS 
 

1. A standard language format should be developed for use by medical 

professionals in order to reduce ambiguities during requirement processing. 

2. More NLP tools should be employed in healthcare industry. 

 

3. Validation and verification of SRS using NLP tools must be focused upon. 
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