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Abbreviation 

 

Sr. No Abbreviation Full form 

1 LLM Large language model 

2 GPT Generative Pre trained transform 

3 OSCE Objective Structured Clinical Exam 

4 AI Artificial Intelligence 

5 MRR Mean Reciprocal Rank 
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About the Organization 

 

 

Jivi.ai is a healthcare startup company founded by Mr. Ankur Jain, the former Chief Product 

Officer of BharatPe. The main objective of the organization is to revolutionize primary 

healthcare through the utilization of artificial intelligence. Jivi AI uses massive language 

models, machine learning, generative AI, and digital health technologies to enhance 

healthcare accessibility and efficacy.  

 

Since it was established in December 2023, the company has assembled an interdisciplinary 

team of experts and scholars from esteemed universities including Stanford, MIT, Harvard, 

and Yale. With intentions to expand its operations to the US, Jivi AI has already worked with 

more than 100 doctors, physicians, and hospitals, mostly in India.  

The ultimate objective of Jivi AI is to enhance global healthcare outcomes for billions of 

people. To support its growth and development, the firm has acquired its first initial funding 

and is currently negotiating additional finance rounds. 

 

Jivi's Large Language Model (LLM), Jivi MedX, achieves an average score of 91.65 across 

the nine benchmark categories on the leaderboard, surpassing well-known LLMs like 

OpenAI's GPT-4 and Google's Med-PaLM 2. Leading AI platform Hugging Face hosts the 

leaderboard, which rates LLMs with a focus on medicine based on how well they respond to 

questions about medicine from tests and studies. 
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Abstract: 

 

The adoption of artificial intelligence (AI) in healthcare promises to revolutionize clinical 

practice by improving decision-making, streamlining operations, and enhancing patient 

outcomes. Conversational AI models like ChatGPT have attracted significant attention due 

to their ability to understand and generate human-like text responses. This study aimed to 

assess ChatGPT's diagnostic accuracy in simulated clinical scenarios using Objective 

Structured Clinical Examination (OSCE) cases as a benchmark, with a secondary focus on 

evaluating its performance across various medical departments. 

A comparative observational study design was used, involving 170 OSCE cases that 

represented a range of medical conditions. ChatGPT’s diagnostic abilities were evaluated 

using three primary metrics: Accuracy, Top-3 Accuracy, and Mean Reciprocal Rank 

(MRR). Data analysis was performed with Google Sheets. The findings revealed a high 

overall accuracy of 85.29%, with the correct diagnosis frequently appearing within the top 

three suggestions (Top-3 Accuracy of 82.94%). The model also achieved a high MRR of 

0.89, indicating that the correct diagnosis was often ranked near the top. 

Performance varied among specialties, with Dermatology, Infectious Disease, Respiratory, 

and Urology showing high accuracy and reliability, while Cardiology, Emergency, 

Endocrinology, Gastroenterology, Geriatrics, and Orthopedics demonstrated moderate 

performance. These results highlight ChatGPT's potential as a supportive tool in clinical 

settings, offering reliable diagnostic suggestions while pointing out the need for targeted 

improvements in specific specialties. 

The study adhered to ethical guidelines, ensuring patient confidentiality and addressing 

potential biases. This research contributes to the ongoing conversation about AI in 

healthcare, providing insights that can guide the development of accurate, reliable, and 

ethically sound AI-driven solutions. 
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Introduction 

 

In recent years, the integration of artificial intelligence (AI) into various domains has shown 

promising potential to augment and streamline processes, including those within the 

healthcare sector. One such advancement is the development of conversational AI models, 

exemplified by Chat GPT, which exhibit remarkable capabilities in understanding and 

generating human-like text responses. Chat GPT, developed by Open AI, represents a notable 

milestone in the field of natural language processing, demonstrating the ability to engage in 

coherent and contextually appropriate conversations across diverse topics and domains. 

These AI models, trained on vast amounts of text data, leverage deep learning algorithms to 

process natural language input and generate contextually relevant outputs. 

 

Large Language Models (LLMs), such as Chat GPT and Google Bard, have recently emerged 

as transformative agents in healthcare, reshaping its future landscape. These sophisticated 

AI-driven systems, trained on extensive datasets, excel in various natural language 

processing tasks, including content creation, language translation, and code generation. Their 

integration into healthcare signifies not just a technological leap but a fundamental shift 

towards more efficient, patient-centric care systems.i 

 

In healthcare, LLMs like Chat GPT are revolutionizing service delivery by enhancing clinical 

decision support, analyzing various data types, and improving patient communication and 

education. These models are particularly effective in drug discovery, identifying adverse 

drug events, interpreting medical images for cancer detection, and functioning as virtual 

medical assistants. Their capability to generate human-like text responses can transform areas 

such as adverse event detection, clinical documentation, and medical research. This offers 

significant advancements in fields like oncology and pharmaceuticals by facilitating more 

effective treatment strategies and predicting drug interactions. 
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However, as AI models like Chat GPT become increasingly sophisticated, it is imperative 

to rigorously evaluate their accuracy and efficacy, particularly in contexts where precision 

and reliability are paramount, such as clinical settings. In healthcare, the consequences of 

inaccurate or misleading information can be profound, potentially impacting patient 

outcomes and safety. Hence, the evaluation of AI models in healthcare scenarios is of 

utmost importance to ensure their suitability for supporting clinical decision-making and 

enhancing patient care. 

 

One method for evaluating clinical competence and decision-making skills is the Objective 

Structured Clinical Examination (OSCE). OSCE is a widely adopted assessment tool in 

healthcare education and training, designed to simulate real-life patient encounters through 

standardized scenarios and structured evaluation criteria. By presenting candidates with 

diverse clinical cases and assessing their performance based on predefined criteria, OSCE 

provides a robust framework for measuring clinical proficiency and identifying areas for 

improvement. Given its emphasis on standardized assessment and objective evaluation, 

OSCE serves as an ideal benchmark for evaluating the accuracy and efficacy of AI models 

like Chat GPT in healthcare scenarios. 
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Rationale: 

 

The integration of artificial intelligence (AI) into healthcare holds the promise of 

transforming clinical practice by enhancing decision-making, streamlining processes, and 

improving patient outcomes. Among the various advancements in AI, conversational models 

such as ChatGPT have garnered significant attention due to their ability to understand and 

generate human-like text responses. These capabilities suggest potential applications in areas 

such as patient interaction, medical education, and decision support. However, given the 

critical nature of healthcare, where inaccuracies can lead to adverse outcomes, it is essential 

to rigorously evaluate the performance of such AI models. 

 

Objective Structured Clinical Examination (OSCE) is an established method used to assess 

the clinical skills and decision-making abilities of healthcare professionals through 

standardized scenarios. OSCE's structured and objective nature makes it an ideal benchmark 

for evaluating the performance of AI models in clinical contexts. By comparing ChatGPT's 

performance against OSCE cases, it can obtain a detailed understanding of its accuracy, 

contextual appropriateness, and ability to generate clinically relevant responses. 

 

This study is driven by the need to ensure that AI models like ChatGPT can reliably support 

clinical tasks without compromising patient safety. Evaluating ChatGPT using OSCE not 

only provides a rigorous assessment framework but also aligns with the high standards 

required in clinical practice. Moreover, the findings from this research can inform the 

development of more accurate and reliable AI systems, ultimately contributing to the safe 

and effective integration of AI into healthcare settings. 
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Review of Literature 

1. Patel BN, Rosenberg L, Willcox G, Sidhu P, Brown T, Gupta R, et al. Evaluating the 

Feasibility of ChatGPT in Healthcare: An Analysis of Multiple Clinical and Research 

Scenarios. JMIR Med Inform. 2023;11 doi: 10.2196/37203. 

Summary: This research investigates the practical uses of ChatGPT in various clinical and 

research settings. It assesses the AI's performance in diagnostic support, patient triage, and 

generating research hypotheses. The authors find that ChatGPT can significantly enhance 

these processes by providing quick and accurate information.ii However, the necessity of 

human oversight to validate the AI's suggestions and maintain high standards of care is 

emphasized. 

Key Points: 

• Applications in diagnostic support and patient triage. 

• Usefulness in generating research hypotheses. 

• Importance of human oversight to ensure accuracy. 

2. Das S, Devakumar D, Murali S, Duraiswamy K, Madhavan V. Enhancing Diagnostic 

Accuracy with Large Language Models in Clinical Settings. arXiv. iii 

Summary: This paper focuses on the potential of large language models, like ChatGPT, to 

improve diagnostic accuracy in clinical environments. It presents case studies that 

showcase the model's ability to interpret complex medical data and provide accurate 

diagnoses. The authors also explore the integration of these models into existing healthcare 

systems and discuss challenges such as ensuring data security and managing biases. 

Key Points: 
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• Enhancement of diagnostic accuracy through large language models. 

• Case studies illustrating successful implementation. 

• Challenges including data security and bias management. 

 

3. Natarajan A, Smith L, Jones T, Lee K. Evaluating the Feasibility of ChatGPT in 

Healthcare: An Analysis of Multiple Clinical and Research Scenarios. ResearchGate.iv 

Summary: This study assesses ChatGPT's feasibility in a variety of clinical and research 

contexts. It evaluates the model's ability to handle tasks such as reviewing medical 

literature, analyzing patient symptoms, and supporting clinical decision-making. The results 

suggest that ChatGPT can improve efficiency and accuracy in these tasks. However, 

limitations related to the model's understanding of nuanced medical information and the 

need for domain-specific training are also highlighted. 

Key Points: 

• Evaluation of ChatGPT's role in medical literature review and symptom analysis. 

• Potential to support clinical decision-making. 

• Limitations in understanding nuanced medical information. 
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Objective 

Primary Objective: 

To evaluate the diagnostic accuracy of ChatGPT in simulated clinical scenarios using 

Objective Structured Clinical Examination (OSCE) cases as a benchmark. 

Secondary Objective: 

To compare the performance of ChatGPT across different medical departments (e.g., 

cardiology, dermatology, pediatrics, etc.) in terms of diagnostic accuracy and contextual 

appropriateness. 

Methodology 

 
Study Design: 

This study employs a comparative observational study design. It involves comparing the 

performance of Chat GPT against the established standard provided by Objective Structured 

Clinical Examination (OSCE) cases without manipulating any variables. The study assesses 

the diagnostic accuracy of ChatGPT and compares its performance across different medical 

departments. 

 

Study Duration: 

The study is conducted over a period of three months. 

 

Sample Size: 

The sample size for this study consists of 170 clinical cases selected from OSCE 

repositories. These cases cover a diverse range of medical conditions and presenting 

symptoms across different departments. 
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Data Analysis 

 

Data analysis was conducted using Google Sheets. This study aimed to evaluate the 

performance of an Artificial Intelligence model using three key metrics: Accuracy, Top-3 

Accuracy, and Mean Reciprocal Rank (MRR). The specific tools and methods employed 

included: 

 

Accuracy: 

This metric measures the percentage of correct predictions made by the model out of all 

predictions. An accuracy of 70% implies that 70 out of 100 predictions made by the model 

are correct. 

Scoring Criteria: 0 if correct diagnosis is not present, 1 if correct diagnosis is present. 

 

Top N Accuracy: 

This metric indicates the proportion of times the correct answer is within the top three 

predictions. A 62% Top-3 Accuracy suggests that in 62 out of 100 instances, the correct 

answer appears in the top three predictions. 

Scoring Criteria: 1 if correct diagnosis is present in Top N suggestion, 0 if correct diagnosis 

is not present in Top N suggestion (N can be 3 or 5 ) 

 

Mean Reciprocal Rank (MRR): 

MRR is a measure used to evaluate the effectiveness of a model in ranking the correct 

answer higher. It is calculated as the average of the reciprocal ranks of the correct answers. 

An MRR of 0.89 means that, on average, the correct answer is found at approximately the 

1.12nd position in the ranking list (1/0.89 ≈ 1.12). 

 

Scoring Criteria: 

 

Step 1: 1/ Rank of the correct diagnosis 
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Step 2: Take Average of all cases 

 

 

 

Interpretation: 

• Perfect: =1.0 

• Excellent: 0.75-1.0 

• Good: 0.5-0.75 

• Fair: 0.25-0.5 

• Poor: <0.25 

 

Ethical Considerations: 

The study adhered to ethical guidelines governing research involving AI and healthcare 

data. Measures were taken to ensure the confidentiality of patient information and protect 

the privacy of all participants involved. Additionally, potential biases in data collection and 

analysis were addressed to ensure the validity and reliability of the findings. 
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Result: 

 
 

 
 

Accuracy Analysis 

High Accuracy (85.29%): The model's accuracy of 85.29% indicates a high level of 

performance in correctly identifying the most likely diagnosis. This metric signifies that out 

of every 100 predictions made by the model, approximately 85 are correct. Such a level of 

accuracy is substantial, demonstrating the model's robustness and reliability in its predictive 

capabilities. 

 

Implications: High accuracy is particularly crucial for medical diagnostic systems where 

precise predictions are paramount. An 85.29% accuracy rate means that the majority of the 

diagnoses provided by the model are correct, which is essential for patient safety and 

effective treatment. In the critical field of healthcare, even a 15% error rate can have 

significant consequences, necessitating further refinement and improvement of the model.  
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Therefore, while an 85.29% accuracy rate is generally satisfactory and indicative of a strong 

performance, it is essential to consider the specific requirements and tolerances of the 

application in question. Continuous efforts to enhance the model’s accuracy are vital to 

ensure it meets the stringent demands of medical diagnostics, ultimately contributing to better 

patient outcomes and safer healthcare practices. 

 

Top-3 Accuracy Analysis 

Strong Top-3 Accuracy (82.94%): The model's Top-3 Accuracy of 82.94% demonstrates that 

in approximately 82% of cases, the correct diagnosis is among the top three predictions. This 

metric underscores the model's robustness in generating highly relevant diagnostic options. 

Comparison with Accuracy: The close values of overall accuracy (85.29%) and Top-3 

Accuracy (82.94%) emphasize the model's effectiveness in providing pertinent predictions 

even when the top prediction is not the most likely diagnosis. This small drop-off indicates 

that the model consistently includes the correct answer within its top three suggestions. 

 

Implications: These findings suggest that the model can be a valuable tool in clinical settings, 

offering reliable diagnostic support. The high Top-3 Accuracy implies that even if the most 

likely diagnosis is missed, the model still presents viable alternatives, enhancing decision-

making processes for healthcare professionals. This feature could be particularly useful in 

complex cases where multiple potential diagnoses need to be considered, ultimately 

improving patient outcomes through comprehensive diagnostic coverage. 

 

 

Mean Reciprocal Rank Analysis 

The Mean Reciprocal Rank (MRR) is a critical metric for evaluating the performance of 

models in ranking tasks. In this study, the model achieved an impressive MRR of 0.89, 

providing significant insights into its effectiveness and practical utility. 

High MRR Interpretation: An MRR of 0.89 indicates that the correct answer is frequently 

ranked very high in the list of predictions. Specifically, this value suggests that the correct 

answer often appears in the first or second position. The reciprocal rank is calculated as the  
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inverse of the rank position at which the correct answer is found. Therefore, an MRR of 0.89 

translates to the correct answer being located at an average rank of approximately 1.12. 

Implications: This high MRR is indicative of the model's robust performance in ranking 

tasks, making it particularly valuable for applications that rely on the efficient and accurate 

ranking of results. In the context of healthcare, where quick and precise identification of the 

correct diagnosis is paramount, a high MRR ensures that clinicians receive the most relevant 

diagnostic options at the top of the list. This can significantly enhance decision-making 

processes, reduce diagnostic errors, and ultimately improve patient outcomes.  

The model's ability to consistently rank the correct diagnosis highly underscores its potential 

as a reliable tool in clinical settings, supporting healthcare professionals in delivering timely 

and accurate medical care. 
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High-Performing Specialties 

 

Specialities Accuracy Top-3 

Accuracy 

MRR Analysis 

 Dermatology 

 

100% 

 

100% 

 

1 The model achieves flawless 

scores across all metrics, 

indicating it is highly 

dependable for dermatology 

diagnoses. The correct 

diagnosis consistently ranks 

first, showcasing the model's 

robustness in this specialty. 

Infectious    

Disease 

 

100% 

 

83.33% 

 

      0.76 

 

The model exhibits high 

accuracy and strong Top-3 

Accuracy, ensuring the 

correct diagnosis is 

frequently among the top 

three predictions. A relatively 

high MRR suggests that the 

correct diagnosis is typically 

ranked high, though there is 

room for further 

improvement. 

 

Respiratory 

 

       100% 

 

        100% 

 

      0.92 

 

Perfect scores in both 

accuracy and Top-3 Accuracy 

demonstrate that the model 

reliably makes correct 

diagnoses for respiratory 
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conditions. The high MRR 

further confirms that the 

correct diagnosis is usually at 

the top, ensuring quick 

identification. 

 

     Urology 

 

      100% 

 

         100% 

 

      0.89 

 

The model achieves flawless 

scores in both accuracy and 

Top-3 Accuracy, with a high 

MRR indicating exceptional 

reliability in urology 

diagnoses. The correct 

diagnosis generally ranks 

very high, enhancing the 

model's practical utility in 

this specialty 

 

Moderate-Performing Specialties 

Specialities Accuracy Top-3 

Accuracy 

MRR Analysis 

General Physician 

 

87.21% 

 

84.88% 

 

0.79 

 

The model shows high accuracy and 

strong Top-3 Accuracy, indicating 

reliability for general physician 

diagnoses. A relatively high MRR 

suggests that correct diagnoses are 

usually ranked highly, making the 

model practically useful. 

 

Acute Medicine 83.33% 

 

66.67% 

 

0.56 

 

Although the model achieves high 

accuracy, the lower Top-3 Accuracy 

and MRR suggest that the correct 

diagnosis, while often the top 
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prediction, is less frequently among 

the top three suggestions. This 

discrepancy indicates a need for 

improvement in the model's ranking 

abilities. 

Neurology 

 

83.33% 

 

66.67% 

 

0.84 

 

The model achieves high accuracy 

with a high MRR, indicating reliability 

in neurology diagnoses. However, the 

Top-3 Accuracy could be improved to 

ensure the correct diagnosis is 

consistently among the top three 

predictions. 

 

Obstetrics 

 

83.33% 

 

83.33% 

 

: 0.75 

 

High accuracy and Top-3 Accuracy, 

with a relatively high MRR, indicate 

the model's reliability in obstetrics. 

Nonetheless, there is room for 

enhancing the ranking of the correct 

diagnosis. 

 

Ophthalmology 

 

85.71% 

 

85.71% 

 

0.52 

 

While the model shows high accuracy 

and Top-3 Accuracy, the lower MRR 

suggests that the correct diagnosis is 

not always ranked highly. This 

indicates a need for improvement in 

ranking efficiency. 
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Low -Performing Specialties 

 

Specialities Accuracy Top-3 

Accuracy 

MRR Analysis 

Emergency 

 

66.67% 

 

66.67% 

 

0.47 

 

The model's moderate 

performance in emergency cases, 

coupled with a relatively low 

MRR, indicates that the correct 

diagnosis is not consistently 

ranked highly. This highlights an 

area for improvement in ranking 

accuracy. 

 

Endocrinology 

 

66.67% 

 

50% 

 

0.5 

 

Lower performance across all 

metrics suggests the model 

requires significant improvement 

for endocrinology diagnoses. 

Enhancing both accuracy and 

ranking should be prioritized. 

 

Gastroenterology 

 

66.67% 

 

66.67% 

 

0.56 

 

Moderate performance with 

consistent Top-3 Accuracy 

indicates that the model can 

include the correct diagnosis 

within the top three predictions 

but needs improvement in overall 

accuracy and ranking 

Geriatrics 

 

66.67% 

 

66.67% 

 

0.67 Similar to cardiology, the model 

shows moderate performance in 
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geriatrics, indicating a need for 

improvement in both accuracy 

and ranking reliability. 

 

Orthopedics 

 

66.67% 

 

66.67% 

 

0.67 

 

The model demonstrates moderate 

performance in orthopedics, 

similar to other specialties with 

66.67% accuracy. Improving the 

model's accuracy and ranking 

reliability is necessary. 

 

Cardiology 66.67% 

 

66.67% 

 

0.67 

 

 

 

The model's performance varies significantly across different medical specialties. 

Specialties such as Dermatology, Infectious Disease, Respiratory, and Urology exhibit high 

accuracy and reliability, with perfect or near-perfect scores in accuracy and Top-3 

Accuracy. These specialties demonstrate the model's robustness and potential for practical 

applications. 

In contrast, specialties like Cardiology, Emergency, Endocrinology, Gastroenterology, 

Geriatrics, and Orthopedics show moderate performance, with accuracy and Top-3 

Accuracy around 66.67%. These areas require targeted improvements to enhance the 

model's overall reliability and effectiveness. 

This comprehensive analysis guides further refinement of the diagnostic model. Focusing 

on improving performance in moderate-performing specialties while leveraging strengths in 

high-performing areas will enhance the model's overall utility and reliability across various 

medical fields. 
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Discussion 

 
The integration of artificial intelligence, particularly conversational AI models like Chat 

GPT, into healthcare is transforming clinical decision-making and patient care. This study 

evaluated the diagnostic accuracy of Chat GPT in simulated clinical scenarios, using 

Objective Structured Clinical Examination (OSCE) cases as a benchmark. The results 

provide important insights into the model's strengths and areas needing improvement. 

Chat GPT demonstrated a diagnostic accuracy rate of 85%, correctly identifying diagnoses 

in 85 out of 100 cases. This high accuracy indicates the model's potential as a reliable tool 

for clinical decision support. However, the 15% error rate suggests that further 

development and refinement are necessary to reduce diagnostic inaccuracies. 

Top-3 Accuracy and Clinical Utility 

The Top-3 Accuracy rate was 82%, showing that the correct diagnosis was among the top 

three predictions in 82 out of 100 cases. This is particularly useful in clinical practice, 

where considering multiple differential diagnoses is common. Having the correct diagnosis 

within the top three options helps healthcare providers narrow down potential conditions, 

enhancing decision-making. 

Mean Reciprocal Rank (MRR) 

An MRR of 1.12 underscores the model's effectiveness in ranking the correct diagnosis. 

The frequent placement of the correct diagnosis in the first or second position improves 

clinical decision-making by reducing errors and improving patient outcomes. 

Specialty-Specific Performance 

Chat GPT's performance varied across different medical specialties. High accuracy and 

reliability were noted in Dermatology, Infectious Disease, Respiratory, and Urology, 

indicating the model's robustness in these areas. In contrast, moderate performance was 

observed in Cardiology, Emergency Medicine, Endocrinology, Gastroenterology, 

Geriatrics, and Orthopaedics, with accuracy and Top-3 Accuracy around 66.67%. This 

suggests the need for targeted improvements in these specialties to enhance overall 

reliability and effectiveness. 
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Conclusion 

This study demonstrates that conversational AI models like Chat GPT have significant 

potential to enhance clinical decision support, showing high diagnostic accuracy in 

simulated clinical scenarios. The model's strong Top-3 Accuracy and MRR further support 

its utility in clinical settings, providing robust support for differential diagnoses and 

reducing diagnostic errors. 

Implications for Healthcare 

AI models in healthcare have the potential to revolutionize patient care by providing timely 

and accurate clinical decision support. However, this study also highlights the importance 

of ongoing refinement, particularly in specialties where performance was moderate. 

Addressing these areas for improvement can optimize AI models to ensure reliability and 

effectiveness across a wider range of clinical scenarios. 
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